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Cilem této pfirucky je zvysit povédomi o tom, co je generativni uméld inteligence (GenAl), vysvétlit

jeji soucasné vyuziti v pravni praxi a poukazat na potencialni pfilezZitosti a rizika spojené s jejim
pouzivanim. Pfirucka si rovnéz klade za cil upozornit na aspekty souvisejici s plnénim profesnich
povinnosti advokatl. Zabyva se souc¢asnym vyuzitim GenAl, jejimi pfinosy a nejnaléhavéjSimi
otazkami, které by méla advokatni profese zohlednit. V tomto smyslu se zabyva vyhradné profesni
etikou a predpisy platnymi pro advokatni praxi. Tuto pfiru¢ku mohou vyuzivat advokati, advokatni
komory a advokatni kancelare / pravni praxe pfi snaze o zajiSténi odpovédného pouzivani GenAl.

Klicovou charakteristikou, ktera odliSuje systémy GenAl od jinych systémui umélé inteligence, je
schopnost vytvaret novy obsah ve formé textu, obrazu, zvuku nebo videa.

Pokud jde o definici GenAl, pravni pfedpisy EU, konkrétné nafizeni o umélé inteligenci (Al Act),
generativni Al vyslovné nedefinuje ani neupravuje. GenAl je spiSe podmnozinou ,systémui umélé
inteligence“ a zpravidla také ,,systém0 umélé inteligence obecného pouziti“, definovanych v
¢lanku 3 nafizeni o umeélé inteligenci. Definice systému Al pouzivanda OECD odkazuje pfimo na
systémy GenAl: ,,Generativni systémy Al, které vytvareji ,obsah“ — v€etné textu, obrazu, zvuku a
videal...].*

GenAl spada do plsobnosti riznych pravnich pfedpisti a politickych iniciativ. V EU zavadi
nafizeni o umélé inteligenci (Al Act 2023) ramec zalozeny na posouzeni rizik, ktery se vztahuje na
vSechny poskytovatele a uzivatele systému Al na trhu EU, bez ohledu na jejich ptvod. Systémy Al
jsou rozdéleny do &tyf kategorii, z nichz kazda podléha odliSné urovni regulace a povinnosti. V USA
je regulacni pfistup smiSeny a kombinuje federalni prezidentské exekutivni nafizeni a pokyny
federalnich agentur, pravni pfedpisy na Urovni statl a sektorova doporuceni. Na mezinarodni
urovni je Ramcova umluva Rady Evropy o umélé inteligenci a lidskych pravech, demokracii a
pravnim staté prvni pravné zavaznou mezinarodni smlouvou o Al, jejimz cilem je zajistit, aby
¢innosti v oblasti Al byly v souladu s lidskymi pravy, demokracii a pravnim statem.

VyuZiti nastrojll GenAl mezi advokaty v poslednich nékolika letech vyrazné vzrostlo a zahrnuje
oblasti, jako jsou pravni reSerSe, analyza a shrnuti dokumentd nebo preklady. Mezi o¢ekavané
pfinosy patii zvySeni efektivity, kvalitnéjsi pravni reSerSe a vyssi kvalita prace. To mize vést k
potencialnim Usporam nakladd, rychlejSimu zpracovani pfipadd, lepsi alokaci zdroji v ramci
advokatni praxe a vét§imu zaméfeni na kvalitativni, nikoli rutinni Gkoly. PouZiti GenAl mUze rovnéz
zlepSit pfistup ke spravedlnosti pro osoby, ktefi maji v souc¢asné dobé& omezeny nebo
nedostatecny pfistup k pravnim sluzbam.

Ackoli nastroje GenAl maji potencial zlepSit efektivitu a podpofit poskytovani pravniho
poradenstvi a sluZeb, je dllezité zvazit rizika spojena s jejich pouzivanim a jejich dopady na
profesni povinnosti advokat(. Mezi né patfi:
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Ochrana soukromi a osobnich udaji: Uzivatelé, ktefi pracuji s nastroji GenAl, mohou
nevedomky poskytovat vstupni data, ktera jsou nasledné pouzivana k dalSimu trénovani
modelu. Bez jasného informovani ze strany provozovatelll systém0 mohou jednotlivci
nedmyslné zverejnit dlvérné nebo citlivé informace, aniz by si byli védomi potencialnich
rizik.

Halucinace: K takzvanym halucinacim dochazi, kdyz systémy GenAl a jiné systémy Al
generuji fakticky nepfesné nebo nelogické odpovédi. V kontextu pravnich sluzeb muize
vystup GenAl vytvaret zcela fiktivni judikaturu, neexistujici soudni pfipady nebo soudni
stanoviska, nespravné pfipisovat vyroky soudcim ¢&i pravnim teoretikim nebo
konstruovat zdanlivé vérohodné, ale zcela smyslené pravni argumenty.

Zaujatost a servilnost: Zaujatost v GenAl oznacuje systematické chyby nebo zkresleni,
které vyplyvaji z trénovacich dat, navrhu modelu nebo algoritmickych procesl. Tato
zkresleni mohou neumyslné reprodukovat ¢i posilovat existujici spolecenské predsudky,
coz vede k nespravedlivym ¢i nepfesnym vystuptim. Servilnost v GenAl oznacuje tendenci
systémU Al, zejména velkych jazykovych model(, generovat odpovédi, které se
pfizplsobuji vnimanym preferencim ¢&i pfedsudkdim uZivatele, ¢asto nadmérnym
souhlasem nebo pfilis pozitivni zpétnou vazbou. Al proto mdZe upfednostnit generovani
pfijemnych odpovédi pfed poskytovanim pfesnych nebo kritickych informaci, coz mize
vést k zavadeéjicim nebo nevyvazenym vystuplm.

Nedostatek transparentnosti: Transparentnost systém0 Al znamend miru
srozumitelnosti a otevienosti, s jakou tyto systémy funguji, a umoziiuje uzZivatelim
porozumeét, jakym zptisobem jsou ¢inéna rozhodnuti. Jedna se zejména o zpfistupnéni
informaci o algoritmech, zdrojich dat a rozhodovacich procesech tak, aby byly
srozumitelné. V soucasné dobé vykazuji prakticky vSechny systémy GenAl tzv. fenomén
»cerné skrinky®, kdy jsou jejich interni rozhodovaci procesy netransparentni a obtizné
interpretovatelné. Pro advokaty je tak obtiZznéjSi ovéfit pfesnost a spolehlivost obsahu
generovaného Al, coz mUze ohrozit kvalitu pravniho poradenstvi nebo podani.

Dusevni vlastnictvi: Otazka vlastnictvi vstupnich a vystupnich dat je pfi pouzivani
nastroji GenAl zasadni. K trénovani téchto nastrojd mohou byt pouZita data chranéna
autorskymi pravy a/nebo bez licence a zaroven existuje riziko poruseni autorskych prav,
pokud vstupni data obsahujici autorska dila vedou k rozpoznatelnym vystuptam.

Kyberneticka bezpecénost: Stejné jako u vSech digitalnich technologii mize pouzivani
nastroji GenAl pfinést a zhor$it rizika kybernetické bezpecénosti, véetné moznosti zneuziti
zranitelnosti systému subjektu s nekalymi umysly.

Podvody: Podvody souvisejici s GenAl mohou zahrnovat deepfakes, syntetické identity i
podvody zaloZzené na umélé inteligenci, které mohou pro advokaty predstavovat
vyznamneé riziko. Deepfakes mohou napfiklad pfinaset rizika, jako je vydavani se za jinou
osobu nebo manipulace se systémy rozpoznavani obli¢eje, coz mize vést k poskozeni
reputace advokata nebo uniku citlivych informaci.
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Klicové profesni povinnosti

Pouzivani nastrojil GenAl se dotyka nékolika zakladnich principl advokatni profese, jak jsou

stanoveny v Charté zakladnich principl evropské advokacie CCBE a pfikladech v Modelovém

etickém kodexu CCBE. Mezi nejdilezitéjsi z nich patfi dlivérnost a odborna zpUsobilost. Jak vSak

tato pfirucka ukazuje, pouzivani GenAl se sebou nese také otazky tykajici se dalSich zakladnich

principQ, napfiklad téch, které se tykaji interakci se soudy a s profesnimi kolegy.

Davérnost: Pouzivani nastrojii GenAl muze predstavovat riziko odhaleni dlvérnych
informaci klienta. Ddvodem je predevSim to, Ze nékteré z téchto néastroji mohou byt
nastaveny tak, Ze vyuzivaji zadané podnéty (prompty), nahrané dokumenty, obrazky nebo
zvukové soubory pro dalSi trénovani modelu. Advokati by proto neméli zadavat zadné
osobni, ddvérné nebo jiné Udaje tykajici se klienta do uZivatelského rozhrani GenAl,
napfiklad ve formé promptl nebo dotaz(, pokud nejsou zavedena odpovidajici ochranna
opatfeni. Advokati by navic méli rozumét povaze operaci zpracovani dat poskytovatelem
GenAl, jako je nasledné pouziti promptd k trénovani modelu Al nebo sdileni dat s tfetimi
stranami.

Odborna zpusobilost: Povinnost advokata byt odborné zplsobily se neomezuje pouze na
znalost prava a predpist, ale zahrnuje také povinnost seznamit se s technickym
produktem, ktery bude pouzivan pro vykon profese. Aby advokati dokazali pfedejit nebo
zmirnit rizika spojend s pouzivanim nastroji GenAl v pravni praxi, méli by (tam, kde to
povaha véci vyzaduje) ovéfovat vystup GenAl prfed jeho pouzitim ve své praci, rozumét
moznostem a omezenim vSech technologii, které pfi praci pouzivaji, véetné GenAl, a
chapat kontexty, v nichz GenAl vyuzivaji, jakoz i dopady a rizika takového pouZziti. Advokati
by také méli absolvovat prislusna Skoleni a Fidit se dostupnymi doporuc¢enimi a pokyny
svych pfislusnych advokatnich komor ohledné pouzivani GenAl v pravni praxi (jsou-li k
dispozici).

Nezavislost: Pouzivani GenAl advokaty pfinasi vyzvy, pokud jde o zachovani profesionalni
objektivity. Tyto vyzvy vyplyvaji zejména ze zaujatosti a servility systému Al, kdy Al mize
generovat doporuceni, ktera reprodukuji existujici zkresleni a nemusi dostatec¢né
respektovat konkrétni okolnosti a potfeby klienta. Advokati, ktefi se spoléhaji na tyto
nastroje, riskuji, Ze si tato zkresleni pfevezmou, coz mUze ovlivnit jejich chovani a narusit
jejich povinnost poskytovat nestranné poradenstvi.

Transparentnost a informovani klienta: Stejné jako u jinych technologii a nastroju plati,
7e pokud lze rozumné predpokladat, Ze informovany klient by mél va&i pouziti GenAl pro
dany ucel namitky, stanovil by podminky nebo by mél jiné vyhrady, mél by advokat byt vici
klientovi transparentni.

Dalsi zakladni principy: Advokati, ktefi pouzivaji obsah generovany Al bez nalezitého
ovéreni, mohou cCelit sankcim za profesni pochybeni a/nebo pohrdani soudem, Zalobam
pro zanedbani péce, poskozeni zajmu klienta ¢i ztraté klientovy dlvéry, jakoz i poskozeni
vlastni profesni reputace. V této souvislosti by advokati méli také dbat na dalsi zakladni
principy uvedené v Charté, jako je dlstojnost a ¢est advokatni profese, integrita a dobra
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povést jednotlivého advokata, loajalita vici klientovi a dodrzovani zadsad pravniho statu a
spravedlivého vykonu spravedlnosti. Dale pouzivani GenAl mizZe ohrozit dodrzovani

pravidel o stfetu zajmu(, protoze systémy Al mohou byt trénovany na dQvérnych
informacich pochazejicich z vice advokatnich kancelafi a od rlznych klientd nebo k nim
mit pfistup, coz mize vést k neimyslnému sdileni informaci ¢i vzniku stfetu zajma.

Uvahy do budoucna

Pfirucka uzavira zminkou o nékolika Uvahach, které se jiz zaCinaji jevit jako zfejmé a které si
zaslouzi budouci reflexi a peclivé sledovani, jako je samoregulace profese a jeji nezavislost v
kontextu dominantniho postaveni nékolika technologickych spoleCnosti na trhu, vzdélavani a
profesni rozvoj pravnikd, jakoz i vyuzivani vefejné dostupnych Udaji o pravnich zastupcich pro
vycvik GenAl a jeho dopady na prava duSevniho vlastnictvi nebo podvody.
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Cilem této pfirucky je zvysit povédomi o tom, co je generativni uméld inteligence (GenAl), vysvétlit
jeji souCasné vyuziti v pravni praxi a poukazat na potencialni pfileZitosti a rizika spojené s jejim
pouzivanim. Pfiru¢ka si rovnéz klade za cil upozornit na aspekty tykajici se dodrZzovani profesnich
povinnosti advokatd s vyuZitim Charty zakladnich principl evropské advokacie CCBE,’ inspiraci z
Modelového etického kodexu CCBE,?, av neposledni fadé také s ohledem na nafizeni EU o umélé
inteligenci ® . Tato pfirucka miZe byt ndpomocna advokatlim, advokatnim ¢&i advokatnim
kancelafim/pravnickym praxim pfi snaze zajistit odpovédné vyuzivani GenAl.

CCBE si je védoma, Ze oblast generativni Al se rychle meéni a vyviji. Proto je pravdépodobné, Ze
poznatky tykajici se soucasné technologie, ktera jsou uvedena v této pfirucce, budou zastaralé
nebo dokonce prekonané jesté pred jejim zvefejnénim. Z tohoto dlvodu se CCBE snaZila zaméfit
na stalé profesni povinnosti a zakladni pfilezitosti a rizika spojené s GenAl.

CCBE rovnéz reflektuje SirS§i dopady pouzivani Al v pravni praxi i mimo ni, jakoz i jeji spole€ensky
dopad. Rada t&chto Uvah je uvedena na konci tohoto dokumentu bez dalsi analyzy. Podobné se
tato pfirucka nebude zabyvat pouZivanim nastrojd Al v Sir§im justi¢nim systému, ale zaméfi se na
to, jak je pouzivaji advokati a co by méli ¢i neméli pfi jejich vyuzité Cinit.

Tato pfirucka se navic nezabyva zakladni terminologii nastrojl Al, jako je zpracovani pfirozeného
jazyka (NLP), metriky vykonnosti nebo tréninkové datové sady, protoze tyto jsou jiz podrobné
analyzovany v dfivéjsich publikacich CCBE, zejména v pfiru¢ce CCBE ,,Guide on the use of Al-
based tools by lawyers and law firms in the EU” (2022).*

' Charta zakladnich principl evropské advokacie a Eticky kodex evropskych advokatd:
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/DEONTOLOGY/DEON_CoC/EN_DEON_Co
C.pdf

2 Modelovy eticky kodex evropskych advokat( (2021):
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/DEONTOLOGY/DEON_CoC/EN_DEONTO
2021_Model_Code.pdf

3 Nafizeni Evropského parlamentu a Rady (EU) 2024/1689 ze dne 13. Eervna 2024, kterym se stanovi harmonizovana
pravidla pro umélou inteligenci[...], UF. vést. L, 2024/1689, 12.7.2024, ELI: http://data.europa.eu/eli/reg/2024/1689/0j
4 Pfirucka k pouzivani nastroji umélé inteligence pro advokaty a advokatni kancelare v EU (2022):
EN_ITL_20220331_Guide-Al4L.pdf

CCBE | Stranka 7 z 28


https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/DEONTOLOGY/DEON_CoC/EN_DEON_CoC.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/DEONTOLOGY/DEON_CoC/EN_DEON_CoC.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/DEONTOLOGY/DEON_CoC/EN_DEON_CoC.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/DEONTOLOGY/DEON_CoC/EN_DEONTO_2021_Model_Code.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/DEONTOLOGY/DEON_CoC/EN_DEONTO_2021_Model_Code.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/DEONTOLOGY/DEON_CoC/EN_DEONTO_2021_Model_Code.pdf
http://data.europa.eu/eli/reg/2024/1689/oj
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Reports_studies/EN_ITL_20220331_Guide-AI4L.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Reports_studies/EN_ITL_20220331_Guide-AI4L.pdf

2. Generativni umeéla inteligence — zaklady

2.1 Klicové charakteristiky generativni Al

Klicovou charakteristikou, ktera odliSuje systémy GenAl od jinych systému Al, je schopnost
vytvaret novy obsah ve formé textu, obrazu, zvuku nebo videa.

Systémy GenAl funguji tak, Ze analyzuji vstupni data v jejich kontextu a rozpoznavaji vzorce, na
jejichz zakladé generuji vystupy. Toto kontextové vnimani jim umoznuje vytvaret obsah, ktery
odpovida pozadovanému ténu, stylu a tématu. Dokazi se pfizplsobit riznym styldm, jako jsou
umélecké styly, tdn nebo hudebni Zanry.

Modely GenAl funguji na zakladé pravdépodobnostnich vlastnosti, které vychazeji z
matematickych principl pravdépodobnosti a statistiky. To umoZnuje modellim GenAl provadét
predpovédi a generovat obsah na zakladé naucenych datovych distribuci. Modely jako GPT-40
pouzivaji pravdépodobnostni distribuce k uréeni dalSiho slova ve vété, ¢imz zajistuji, Ze
generovany text je souvisly a kontextové vhodny. To zahrnuje vypocet podminéné
pravdépodobnosti slova vzhledem k pfedchozim sloviim, coZ pomaha vytvaret plynuly a pfirozené
znéjici text.®

Tyto systémy se neustale vyvijeji prostfednictvim iterativniho trénovani na velkych a rozmanitych
datovych sadéch. Jak jsou tyto systémy vystaveny vétS§imu mnozstvi nebo jinym datlm, méni se
jejich schopnost generovat obsah.®

Stejné jako vSechny ostatni systémy umeélé inteligence jsou i systémy GenAl zalozeny na
strojovém uceni, funguji s riznou mirou autonomie a na zakladé vstupu a/nebo dat odvozuiji, jak
generovat vystup. VétSina modell GenAl pouzivd k zpracovani a generovani dat techniky
hlubokého uceni, zejména neuronové sité.

2.2 Jak je generativni Al pravné definovana?

V evropské unii nafizeni EU o umélé inteligenci (Al Act) generativni umélou inteligenci vyslovné
nedefinuje ani neupravuje. GenAl je spiSe podmnozinou ,systému Al“ a ¢asto také ,,systému Al
pro obecné ucely“, jak jsou definovany v ¢lanku 3 zakona o Al.”

Nafizeni EU o umeélé inteligenci pouziva definici systému Al, kterd se do zna¢né miry opira o
definici ,,Al“ podle OECD: ,,strojovy systém navrZeny tak, aby fungoval s riznou mirou autonomie
a ktery mizZe po nasazenivykazovat adaptivitu a ktery pro dosazeni explicitnich nebo implicitnich

5 Adam Zewe, Vysvétleni: Generativni Al, Jak funguji vykonné generativni systémy Al, jako je ChatGPT, a ¢im se lii od
jinych typd umélé inteligence?, https://news.mit.edu/2023/explained-generative-ai-1109 , vyhledédno dne 24. Gnora
2025.

8 To mlze fungovat obéma sméry — vysoce kvalitni data povedou k vysoce kvalitnimu generovanému obsahu a naopak.
7 Nafizeni Evropského parlamentu a Rady (EU) 2024/1689 ze dne 13. Eervna 2024, kterym se stanovi harmonizovana
pravidla pro umélou inteligenci a kterym se méni nafizeni (ES) ¢. 300/2008, (EU) ¢. 167/2013, (EU) ¢. 168/2013, (EU)
2018/858, (EU) 2018/1139 a (EU) 2019/2144 a smérnic 2014/90/EU, (EU) 2016/797 a (EU) 2020/1828 (nafizeni EU o
umaélé inteligenci), UF. vést. L, 2024/1689, 12.7.2024, ELI: http://data.europa.eu/eli/reg/2024/1689/0j
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cili odvozuje ze vstupu, jak generovat vystupy, jako jsou predikce, obsah, doporuc¢eni nebo
rozhodnuti, jeZ mohou ovlivnit fyzické nebo virtualni prostfedi“ (Clanek 3 odst. 1).

Clanek 3 nafizeni EU o umélé inteligenci v bodé 63 definuje obecny model umélé inteligence
(model GPAI) jako: ,,model Al, véetné pfipadd, kdy je tento model Al trénovén velkym mnoZstvim
dat s vyuZitim vlastniho dohledu ve velkém méritku, ktery vykazuje vyznamnou obecnost a je
schopen kompetentné plnit Sirokou $kalu rdznych ukold bez ohledu na zplsob, jakym je dany
model uveden na trh, a ktery lze zaclenit do rdznych navazujicich systémud nebo aplikaci, s
vyjimkou modeld Al, které se pouZivaji pro ¢innost vyzkumu, vyvoje nebo ¢innosti prototypd pred
jejich uvedenim na trh *

Clanek 3 odst. 66 definuje systém GPAI jako ,,systém Al zaloZeny na obecném modelu Al, ktery je
schopen slouZit riznym uceldm, a to jak pro pfimé pouZiti, tak pro integraci do jinych systémau Al“.

Narizeni EU o umélé inteligenci rovnéz definuje schopnosti s vysokym dopadem, které se vztahuiji
na nejvykonnéjsi modely GPAl, jako ,,schopnosti, které odpovidaji schopnostem zaznamenanym
v nejpokrocilejSich obecnych modelech Al nebo je prekraduji“.

Mimo EU se OECD v divodové zpravé k aktualizované definici systému umélé inteligence OECD
vyslovné odkazuje na generativni systémy Al: , [g]enerativni systémy Al, které vytvareji ,obsah“ -
vCetné textu, obrazu, zvuku a videa - ziskaly znaénou dynamiku. Ac¢koli [ze napfiklad nahliZet na
generovani textu jako na sekvenci rozhodnuti o vystupu konkrétnich slov (nebo predikci slov, ktera
by se pravdépodobné objevila v uréitém kontextu), systémy pro generovani obsahu se staly natolik
vyznamnou kategorii systém( umélé inteligence, Ze jsou v sou¢asné revidované definici zahrnuty
jako samostatna kategorie vystup(.“® Na zakladé téchto ivah OECD aktualizovala definici vystupt
systémuU Al z ,predikci, doporu¢eni nebo rozhodnuti“ na ,predikce, obsah, doporuéeni nebo

rozhodnuti“

Definice systému umélé inteligence podle OECD byla rovnéz pouzita jako zaklad pro pfipravu
¢lanku 2 Ramcové umluvy Rady Evropy o umélé inteligenci, lidskych pravech, demokracii a
pravnim staté.®

Obdobné uvahy lze nalézt v pokynech Evropské komise k definici umélé inteligence, které rovnéz
uvadéji, Ze obsah jako kategorie vystupu mizZe byt z technického hlediska chapan jako sekvence
»predikci“ nebo ,rozhodnuti, a to vzhledem k pfevaze tohoto typu vystupu v generativnich
systémech Al, ackoli je ve 12. bodé odivodnéni nafizeni EU o umélé inteligenci uveden jako
samostatna kategorie vystupu.'

2.3 Regulacni pristupy ke generativni Al

GenAl spadé do oblasti pasobnosti rliznych pravnich pfedpist a politickych iniciativ. Zaprvé
mohou existovat pravni predpisy, které se zamérfuji na konkrétni aspekty Al. Zadruhé, vzhledem k
tomu, Ze pouziti Al je v sou¢asné dobé velmi rozSifené, mohou existovat i jiné predpisy, které se

8 OECD, Dlvodova zprava k aktualizované definici systému umélé inteligence OECD (bfezen 2024), strana 9:
https://www.oecd.org/en/publications/explanatory-memorandum-on-the-updated-oecd-definition-of-an-ai-
system_623da898-en.html

® Rdmcova umluva Rady Evropy o umélé inteligenci a lidskych pravech, demokracii a pravnim
staté:https://rm.coe.int/1680afae3c

0 Evropska komise (2025), Pokyny k definici umélé inteligence stanovené nafizenim (EU) 2024/1689 (Al Act) C(2025)
924 v kone€ném znéni, bod 56:https://ec.europa.eu/newsroom/dae/redirection/document/112455
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na ni vztahuiji, jako jsou pravidla na ochranu soukromi a osobnich Udaja ¢i pfedpisy upravujici
pouziti Al ve vzdélavani, zaméstnani nebo lékarském vyzkumu.

Podle Al Indexu Stanfordské univerzity pfijalo v roce 2024 opatieni v podobé regulace umélé
inteligence 37 ze 126 statd, zatimco v roce 2022 to byl pouze jeden stat." Podle Mind Foundry
navrhlo nejméné 69 statl vice nez 1 000 politickych iniciativ nebo pravnich pfedpist souvisejicich
s AlL"?

NejznaméjSim pravnim pfedpisem je nafizeni EU o umélé inteligenci (EU Al Act), které bylo pfijato
vroce 2023 avstoupilov platnostv srpnu téhoZz roku. Nafizeni EU o umélé inteligenci zavadiramec
zalozeny na hodnoceni rizik, ktery se vztahuje na vSechny poskytovatele a uZivatele systému
umeélé inteligence na trhu EU, bez ohledu na jejich plvod. Systémy umeélé inteligence jsou
klasifikovany do Ctyf kategorii, z nichz kazda podléha odliSné urovni regulace a povinnosti:

= nepfijatelné riziko (zakazané praktiky), vysoké riziko, jako je socialni skdérovani,
manipulativni nebo vykofistujici Al, nebo nékteré formy biometrické identifikace ve
vefejnych prostorech,

= vysoké riziko, kdy systémy Al podléhaji fadé pozadavkl, véetné posouzeni shody,
transparentnosti, lidského dohledu, kvality dat a registrace v databazi EU. Mezi
potencidlni oblasti pouziti s vysokym rizikem patfi pouZiti Al v justiCnim systému,

= omezené riziko, kdy systémy Al podléhaji povinnostem transparentnosti, napfiklad
povinnosti zvefejnit, Ze interakce probiha s Al, &i Ze obsah byl vytvofen Al (napf.
deepfakes),

=  minimalni riziko, které se vztahuje na vétsinu systému Al a které nepodléha zadné dalsi
regulaci nad ramec obecného prava EU.

Nafizeni EU o umélé inteligenci rovnéz obsahuje zvlastni pravidla platna pro obecné systémy Al
(GPAl), podle nichz tyto systémy podléhaji poZzadavkiim na transparentnost a dokumentaci,
pficemz pro modely s vysokou vykonnosti plati pfisnéjSi pravidla. Nafizeni EU o umélé inteligenci
tak zahrnuje jak pravidla tykajici se samotnych systému Al, jako je spréva a fizeni dat, posuzovani
a zmirflovanirizik, technicka dokumentace a vedeni zaznamd, tak pravidla tykajici se konkrétnich
aplikaci systémU Al, jako je uméla inteligence uréena k pouZiti jako produkt nebo bezpeénostni
soucast produktu, na ktery se vztahuji zvlastni pravni predpisy EU.

V USA byl dosud regulac¢ni pfistup kombinaci federalnich exekutivnich nafizeni, odvétvovych
pravidel a zakon( na udrovni stat( (zejména v Coloradu a Kalifornii). Po zméné americké
administrativy na pocatku roku 2025 je vSak tento pfistup nyni zpochybriovan, zejména s ohledem
na desetilety zékaz regulace Al na Urovni stat(."®

Na mezinarodni Urovni pfedstavuje Ramcova umluva Rady Evropy o umélé inteligenci a lidskych
pravech, demokracii a pravnim staté prvni pravné zavaznou mezinarodni smlouvou v oblasti
umelé inteligence, jejimz cilem je zajistit, aby ¢innosti spojené s Al byly v souladu s lidskymi pravy,
demokracii a pravnim statem. Mezi regulované aspekty patfi takové zasady a oblasti, jako je lidska

1 Al: Dokaze sprava dohnat technologii v roce 20247? Svétové ekonomické férum, 1. bfezna 2024:
https://www.weforum.org/stories/2024/03/ai-advances-governance-2024/

2 Regulace Al ve svété — 2025, MindFoundry, 25. ledna 2025, zobrazeno 16. dubna 2025:
https://www.mindfoundry.ai/blog/ai-regulations-around-the-world

3 Exekutivni pfikaz prezidenta Trumpa k odstranéni pfekaZek amerického vedeniv oblasti Al, 23. ledna 2025 (ktery rusi
exekutivni pfikaz prezidenta Bidena k bezpe¢nému, spolehlivému a divéryhodnému vyvoji a pouzivani Al):
https://www.whitehouse.gov/presidential-actions/2025/01/removing-barriers-to-american-leadership-in-artificial-
intelligence/
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dUstojnost a autonomie, rovnost a nediskriminace, ochrana soukromi a UdajU, transparentnost a
dohled, odpovédnost a spolehlivost, spolehlivost a bezpecné inovace, jakoZ i posuzovani a
zmirfiovani rizik. Umluva je oteviena k podpisu véem statdim po celém svété a jejim cilem je
stanovit spole¢né standardy pro ddvéryhodnou umeélou inteligenci. Dosud umluvu podepsaly
Andorra, Gruzie, Island, Norsko, Moldavsko, San Marino, Spojené kralovstvi, Izrael, USA a EU."®

Pouzivani systém( umeélé inteligence, véetné GenAl, advokaty obvykle podléhd profesnim
povinnostem platnym v dané jurisdikci a dal§im zakonam, jimZ jsou advokati bézné podfizeni.

Kromé toho existuje nékolik odvétvovych iniciativ, které se zabyvaji pouzivanim Al v justici,
zejména Evropska eticka charta o pouzivani umélé inteligence (Al) v justi¢nich systémech a jejich
prostiedi, pfijata Evropskou komisi pro efektivitu justice (CEPEJ) Rady Evropy.'®

Mezi dalsi iniciativy patfi vydavani pokyn( pro profesiondly vjustici a pro advokaty (seznam
pfislusnych pokynt je uveden v pfiloze 1).

4 Ramcova umluva Rady Evropy o umélé inteligenci a lidskych pravech, demokracii a pravnim staté:
https://rm.coe.int/1680afae3c

5 Rada Evropy otevira k podpisu viibec prvni globalni smlouvu o umélé inteligenci, 5. zaFi 2024:
https://www.coe.int/en/web/portal/-/council-of-europe-opens-first-ever-global-treaty-on-ai-for-signature

'8 Evropska eticka charta CEPEJ o pouzivani umélé inteligence (Al) v justiénich systémech a jejich
prostfedi:https://www.coe.int/en/web/cepej/cepej-european-ethical-charter-on-the-use-of-artificial-intelligence-ai-
in-judicial-systems-and-their-environment
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3. Generativni Al v pravni praxi — vyuziti,

prinosy arizika

3.1 Vyuziti nastroju GenAl advokaty

Neni tfeba mit velky zadjem o nové technologie, aby si ¢lovék vS§iml vyznamného nardstu vyuzivani
Al, zejména nastroji GenAl, a to jak obecné, tak v pravni praxi. Podle Mezinarodni zpravy o
generativni Al v pravu spolecnosti LexisNexis (prizkumy provedené v bfeznu a ¢ervenci 2023 v
USA, Velké Britanii, Francii a Kanadé) bylo 89 % advokat( obeznameno s GenAl, 41 % ji pouzilo k
jakémukoli ucelu a 15 % ji pouzilo k pravnim uceldm."”

Nedavny prizkum Thomson Reuters Institute naznacduje, Ze pét nejCastéjSich oblasti vyuziti
GenAl v advokatnich kanceléfich, které ji jiz pouzivaji nebo planuji pouzivat, jsou pravni reSerSe,
revize dokument(ll, pfiprava podani ¢&i pravnich stanovisek (briefs/memos), sumarizace
dokument( a pfiprava korespondence.®

V posledni dobé je stale vice funkci umeélé inteligence integrovano do bézného softwaru
prostfednictvim pravidelnych aktualizaci. Uzivatelé si pfitom ¢asto nemusi byt védomi toho, Ze
danafunkce komunikuje s modelem GenAl, protoze tato informace nenijasné a snadno dostupna
v nastaveni (nabidce) ani na jiném miste.

Poskytovatelé systémi Al vyrazné zvysili produkci novych systémid/modeld. Mnoho feSeni Al je
nabizeno jako specializované nastroje pro pravni praxi, které advokatlim umoziuji efektivnéjsi
praci. Mezi nejvyznamnéjsi patfi specializované nastroje pro pravni reSersi a pfipravu dokumentd,
trénované na pravnich datech nebo s nimi propojené.

3.2 Pfinosy generativni Al v pravni praxi

Pouziti GenAl v pravni praxi pfinasi fadu potencialnich pfinost, pokud je nastaveno a pouzivano
spravné a bezpecéné. Patii mezi né zvySeni efektivity (napfiklad automatizované vytvareni
dokumentd, rychla analyza velkého mnozstvi podklad( nebo zefektivhéni komunikace s klienty),
roz§ifené moznosti pravniho vyzkumu (napfiklad rychlejs§i a presnéjsi vyhledavani relevantni
judikatury, analyza databazi nebo identifikace vyvojovych trendd v pravu) a vyssi kvalita prace
(napfiklad diky snizeni chybovosti, kontrole dodrzovani pfedpisti nebo standardizaci procesu).

To muze vést k potencidlnim Usporam nakladl, rychlejS$imu zpracovani pfipadd, lepsimu
rozdéleni zdroji v rémci advokatni kancelare a vét§imu zaméfeni na kvalitativni ikoly namisto

17 LexisNexis, Mezinarodni zprava o generativni Al v préavu (22. srpna 2023), strana 6:
https://www.lexisnexis.com/pdf/lexisplus/international-legal-generative-ai-report.pdf

8 2024 Generativni Al v profesionalnich sluzbach, Thomson Reuters Institute:
https://www.thomsonreuters.com/en/reports/2024-generative-ai-in-professional-services

CCBE | Stranka 12 z 28


https://www.lexisnexis.com/pdf/lexisplus/international-legal-generative-ai-report.pdf
https://www.thomsonreuters.com/en/reports/2024-generative-ai-in-professional-services
https://www.thomsonreuters.com/en/reports/2024-generative-ai-in-professional-services

rutinnich. V neposledni radé to mize také vést ke zlepSeni sluzeb pro klienty, a to napftiklad
prostfednictvim: rychlejSich reakénich ¢asd, lepsiho odhadu nakladd (napf. oGekavané pracovni
zatéze na zakladé analyzy velkého mnozstvi dokumentl), lepsi klientské podpory a lepsi
dostupnosti advokatl pro znevyhodnéné osoby. GenAl tak méa potencial zménit kazdodenni
pracovni rutinu advokatd a umoznit jim napfiklad soustfedit se na strategické poradenstvi a rozvoj
novych specializaci. Prlizkum spole¢nosti Thomson Reuters skute¢né uvadi, Ze respondenti z
pravniho sektoru poukazali na ,potencial GenAl pro Usporu nakladd, jeji schopnost umoznit
profesionaldm vénovat vice ¢asu Ukoldim s vysokou pfidanou hodnotou a jeji potencial pomahat
pfi kontrolach kvality*."

3.3 Rizika pouzivani generativni Al

Ackoli nastroje GenAl maji potencial zlepSit efektivitu a podpofit poskytovani pravniho
poradenstvi a sluzeb, je dilezité zvazit rizika spojend s jejich pouzivanim a jejich dopady na
profesni povinnosti advokatl. NiZe uvedena rizika zavisi na konkrétnim zplsobu pouZiti, pficemz
nékteré pripady pouziti s sebou nesou vyznamna rizika (napfr. dotazy na pravniradu), zatimco jiné
mohou predstavovat menSi rizika.

3.3.1 Ochrana soukromi a osobnich tudaju

Systémy GenAl se spoléhaji na rozsahlé tréninkové datasety coz predstavuje primarni riziko:
uzivatelé, ktefi s témito nastroji pracuji na konkrétnich ukolech, mohou nevédomky poskytovat
vstupni data, kter& mohou bat nasledné pouzita kdalSimu uceni modelu. Bez jasného
informovani ze strany provozovateld systémU{ mohou jednotlivci neimyslné zvefejnit davérné
nebo citlivé informace, aniz by si byli védomi moznych rizik.

Dal$i potencialniriziko vyplyva z moznosti, Ze poskytovatelé nebo prodejci nastroji GenAl mohou
mit pfistup jak ke vstupnim, tak k vystupnim datim. Osobni a jiné dlivérné informace mohou byt
védomé ¢i nevédomé zahrnuty do datasetl pouzitych k trénovani systému Al nebo mohou byt
generovany v ramci jeho fungovani.

V soucasné dobé neni ztechnologického hlediska jasné, zda lze takova data smazat a jak by
pravni predpisy na ochranu osobnich Gdajl fesily uplathiovani prav subjektl udajd v kontextu
GenAl a osobnich Udajl. To také muze vést k obavam v oblasti ochrany osobnich Udajd - a to jak
ohledné toho, jaké osobni Udaje byly pouzity, tak i ohledné toho, zda se takové osobni Udaje
mohou objevit ve vystupech.

3.3.2 Halucinace

Takzvané halucinace vznikaji tehdy, kdyz GenAl nebo jiné systémy umélé inteligence generuji
fakticky nepfesné nebo nelogické odpovédi.?’ To mize byt zplsobeno nékolika faktory, jako jsou

1 Tamtéz

20 Slovnik pojm: Zaklady generativni Al: https://mitsloanedtech.mit.edu/ai/basics/glossary/ ; IBM: Co jsou halucinace
Al?: https://www.ibm.com/think/topics/ai-hallucinations; Halucinace Al: Privodce s pfiklady, Data Camp:
https://www.datacamp.com/blog/ai-hallucination
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omezeni trénovacich dat, pravdépodobnostni charakter model( Al, kontextové neporozumeéni,
nadmérna generalizace nebo generovani syntetickych dat.?’

V kontextu pravnich sluzeb mUze vystup GenAl vytvaret zcela smyslenou judikaturu, neexistujici
soudni pfipady nebo soudni stanoviska, nespravné pfipisovat vyroky soudctdim nebo pravnim
akademikim, nebo konstruovat zdanlivé presvédcivé, avSak zcela smyslené pravni argumenty.
Stejné tak mUze vytvaret fiktivni vyklady pravnich predpist, vymyslet pravni zasady, nespravné
prezentovat aktualni stav prava v konkrétni jurisdikci nebo vytvaret nepravdivé souvislosti mezi
pravnimi pojmy. 22

3.3.3 Zaujatost a servilnost

Zaujatost v GenAl oznacuje systematické chyby nebo zkreslené vystupy, které vyplyvaji z
trénovacich dat, navrhu modelu nebo algoritmickych procesU. Tyto zaujatosti mohou neimyslné
reprodukovat Ci zesilovat existujici spoleCenské predsudky, coz vede k nespravedlivym nebo
nepresnym vystuplm.

Servilnost v GenAl oznacuje tendenci systému Al, zejména velkych jazykovych modeld, generovat
odpovédi, které se prizplsobuji vnimanym preferencim &i pfedsudkim uZivatele, Gasto
nadmérnym souhlasem nebo pfili§ pozitivni zpétnou vazbou.?® Toto chovani vznika proto, Ze
modely Al jsou trénovany na rozsahlych datasetech, které obsahuji vzorce lidské komunikace,
v nichz jsou souhlas a pozitivni posilovani bézné. V dasledku toho maze Al upfednostriovat
generovani pfijemnych odpovédi pfed poskytovanim prfesnych nebo kritickych informaci, coz
muZe vést k zavadéjicim nebo nevyvazenym vystuptm.

3.3.4 Nedostatek transparentnosti

Transparentnost systém( Al znamend miru srozumitelnosti a otevienosti, s jakou tyto systémy
funguji, a umoziuje uzivateldm porozumeét, jakym zplsobem jsou ¢inéna rozhodnuti. Jedna se
zejména o zpfistupnéniinformaci o algoritmech, zdrojich dat a rozhodovacich procesech tak, aby
byly srozumitelné. V soucasné dobé vykazuji prakticky vSechny systémy GenAl tzv. fenomén
»cerné skiinky”, kdy jsou jejich interni rozhodovaci procesy netransparentni a obtizné
interpretovatelné. To znamenda, Ze ani samotni vyvojafi ¢i poskytovatelé téchto systému
nedokazou plné vysvétlit, jak byly konkrétni vystupy vytvoreny.

To pro advokaty pfedstavuje vyznamné vyzvy: zaprvé je obtiznéjsi ovéfit a davéfovat pfesnosti a
spolehlivosti obsahu generovaného Al, coz mUlzZe ohrozit kvalitu pravniho poradenstvi nebo
podani. Zadruhé to vyvolava obavy ohledné davérnosti informaci o klientech poskytovanych

21 Kdyz se Al myli: ReSeni halucinaci a zaujatosti Al, MIT Management:
https://mitsloanedtech.mit.edu/ai/basics/addressing-ai-hallucinations-and-bias/ ; Halucinace: Proc si Al vymysli a co
se s tim déla, CNET, 1. dubna 2024: https://www.cnet.com/tech/hallucinations-why-ai-makes-stuff-up-and-whats-
being-done-about-it/

22Viz napfiklad: Newyorskym advokattim byly uloZeny sankce za pouZiti fale$nych pfipadd ChatGPT v pravnich
spisech | Reuters: https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-
brief-2023-06-22/ ; Advokatni kancelar ¢. 42 podle po¢tu zaméstnancl mUZe ¢elit sankcim za pouziti faleSnych citaci
pfipadl generovanych umélou inteligenci (ABA Journal, 10. Gnora 2025):
https://www.abajournal.com/news/article/no-42-law-firm-by-headcount-could-face-sanctions-over-fake-case-
citations-generated-by-chatgpt

2% Servilita v generativnich chatbotech s umélou inteligenci, NN Group, 12. ledna 2024:
https://www.nngroup.com/articles/sycophancy-generative-ai-chatbots/
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systémUm Al, zejména pokud jsou tato data ukladana, znovu pouZivdna nebo neumyslné
zahrnuta do dal§iho tréninku systému, coZz muUzZe potencialné vést k poruseni povinnosti
mlcenlivosti.

3.3.5 Dusevni vlastnictvi a souvisejici prava

Vlastnictvi vstupnich a vystupnich dat je klicovym problémem pfi pouzivani nastrojli GenAl. K
trénovani téchto nastroji mohou byt pouZita data chranéna autorskymi pravy a/nebo bez licence
a existuje rovnéz riziko poruSeni autorskych prav, pokud vstupni data obsahujici autorska dila
vedou k rozpoznatelnym vystuptm.

Dalsi problémy mohou vyvstat ohledné vlastnickych ustanoveni obsazenych v podminkach
sluzeb a smlouvach. Smlouvy o pouzivani nastroji GenAl mohou obsahovat ustanoveni, ktera
umoznuji dodavateli Al znovu pouzit vstupni data k dalS§imu zdokonalovani svého systému.
Nékteré smlouvy navic mohou uvadét, ze poskytovatel ¢i dodavatel Al si ponechava vlastnicka
prava k vystupnim datlim. Jesté zavaznéjsi problémy spojené s nedostatkem transparentnosti
mohou nastat tehdy, kdyz poskytovatelé GenAl uplatni ochranu obchodniho tajemstvi s cilem
zadrzet informace o svych systémech.

3.3.6 Kyberneticka bezpecnost

Stejné jako u vSech digitalnich technologii mize pouzivani nastrojl GenAl pfinést a zhorsit rizika
kybernetické bezpecnosti, v€etné moznosti zneuZiti zranitelnosti systému subjekty s nekalymi
umysly.

Patfi sem napfiklad CastéjSi a sofistikovanéj$i phishingové utoky a utoky na kybernetickou
bezpecénost (kyberzlodinci vyuzivaji nastroje GenAl k zefektivnéni svych Gtokd).

Nastroje GenAl mohou rovnéz vytvaret nové vektory Utokl. Jednou z takovych metod jsou tzv.
»promptinjections®, kdy jsou béhem zadavani dat do nastroje nenapadné vkladany urcité prikazy,
které manipuluji nebo obchéazeji omezeni nastroje tykajici se vstupll nebo vystupd dat, aby bylo
mozné provadét dfive zakazané Cinnosti.

Mezi dalSi rizika v oblasti kybernetické bezpecénosti patfi poskozeni dat nebo zdrojl (tzv. data
poisoning) nebo poskozeni modell (model poisoning), kterd mohou ohrozit chovani a vystupy
nastroje GenAl (napf. zpétnovazebni smycky).

3.3.7 Podvody

Podvody spojené s GenAl pfedstavuji narlstajici hrozbu, pficemz deepfakes, syntetické identity a
podvody fizené Al pfedstavuji vyznamné vyzvy pro bezpeénostni systémy.?* Napfiklad deepfakes
zalozené na GenAl se staly mocnym nastrojem pro kradeze identity. Mezi potencialni rizika patfi
vyroba faleSnych dokument(l, vydavani se za jinou osobu ¢i manipulace se systémy rozpoznavani
obliceje, coz mulze vést k poskozeni povésti nebo Uniku citlivych informaci.

24 Porozuméni podvodam generativni Al: rizika a strategie prevence, Inscribe, 19. ¢ervna 2024:
https://www.inscribe.ai/fraud-detection/generative-ai-fraud
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4. VVyuziti generativni Al v pravni praxi a

profesni povinnosti advokatu

Pouzivani nastrojl GenAl se dotyka nékolika zakladnich principl advokatni profese, jak jsou
stanoveny v Charté zakladnich princip( evropské advokacie CCBE (,,Charta“)?® a pfikladech v
Modelovém etickém kodexu CCBE?®. Mezi nejdllezitéjsi z nich patfi ddvérnost a odborna
zpusobilost. Jak vSak tato pfirucka ukazuje, pouzivani GenAl se sebou nese také otazky tykajici se
dal8ich zakladnich principl, napfiklad téch, které se tykaji interakci se soudy a s profesnimi
kolegy. Nékteré dusledky diskutované v této pfiru¢ce mohou byt patrné az v dlouhodobém
horizontu, jako napfiklad dopad na nezavislost advokatni profese nebo na budouci vzdélavani a
dal8i profesni rozvoj advokatd.

Advokati budou navic muset dodrzovat pfislusnou legislativu v jurisdikcich, v nichZ plsobi.
Napfiklad v EU od 2. dnora 2025 vyzaduje nafizeni EU o umélé inteligenci (podle ¢lanku 4), aby
v8echny organizace zajistily, Ze jejich zaméstnanci maji odpovidajici znalosti o umélé inteligenci,
bez ohledu na to, zda se podileji na hodnotovém fetézci umélé inteligence jako poskytovatelé
nebo uzivatelé (nafizeni EU o umélé inteligenci je také oznacuje jako ,subjekty zavadéjici systémy
Al“ (,deployers®)).

4.1 Mlcenlivost

Advokati jsou povinni zachovavat davérnost komunikace se svymi klienty, informaci od klient(
ziskanych a pravnich rad, které jim poskytuji. DOvérnost komunikace mezi klientem a jeho
advokatem je chranéna principem profesniho tajemstvi (znamym také jako advokatni
mlcéenlivost).™ Zakladni princip b) Charty se tyka ,,préava a povinnosti advokata zachovat klientovy
zaleZitosti v tajnosti a respektovat profesni mlcenlivost” (a z toho vyplyvajici povinnosti vynalozit
pfiméfené usili k zabranéni neopravnénému nebo protipravnimu pfistupu k davérnym
informacim). Tato povinnost je jednou z nejdllezitéjSich profesnich povinnosti a tvofi zaklad
vztahu ddvéry mezi advokatem a klientem v pravnim staté.

Clanek o mléenlivosti v Modelovém etickém kodexu CCBE stanovi, Ze: ,Advokat je vazan
povinnosti mléenlivosti. Je to povinnost advokata a mizZe byt také jeho pravem* (bod 2). Tentyz
¢lanek upfesnuje, ze mléenlivost se vztahuje na informace o klientovi nebo o zalezitostech
klienta. Takové informace mUzZe advokatovi poskytnout jeho klient nebo je advokat mize ziskat v

25 Charta zakladnich princip( evropské advokacie CCBE:
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/DEONTOLOGY/DEON_CoC/EN_DEON_Co
C.pdf

26 \/zorovy eticky kodex CCBE:
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/DEONTOLOGY/DEON_CoC/EN_DEONTO
2021_Model_Code.pdf
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ramci vykonu své profesni ¢innosti (bod 4). Ml&enlivost se vztahuje také na dokumenty pfipravené
advokatem, na vSechny dokumenty doruc¢ené advokatem klientovi a na veSkerou komunikaci
mezi nimi (bod 5). Modelovy ¢lanek nakonec uklada advokatovi povinnost respektovat dlivérnost
vSech informaci, které se v ramci jeho profesni Cinnosti dozvi.

Povinnost ml¢enlivosti se vztahuje na situace, kdy advokati vyuzivaji nastroje GenAl v ramci své
pravni praxe. Vzhledem k rizikim spojenym s pouzivanim GenAl, ktera byla popsana v pfedchozich
kapitolach, si advokati musi byt védomi toho, Ze:

= sami uzivatelé (tj. advokati) nesou odpovédnost za informace, které do systému zadavaiji,
a jiz v okamziku vkladani dat do systému, napfiklad formou prompt(, mohou porusovat
své profesni povinnosti a/nebo pfislusné pravni pfedpisy na ochranu udajd.?’

= data zadana do uzivatelského rozhrani mohou byt poskytovatelem ukladana a znovu
pouzita pro ucely, jako je trénovani nebo zpfesnovani a vylepSovani modelu Al, pokud neni
stanoveno jinak. To zahrnuje pouziti vstupl a historie konverzaci uzivatelll a jejich
osobnich Udajd, véetné udajl o pfihladeni/pouzivani, analyzu, zlepSovani a/nebo dalsi
rozvoj modelu;%

= tento problém mize byt zvlasté zavazny v pfipadé, Ze tentyz systém Al pouzivaji i jiné
advokatni kancelare;

= (daje poskytnuté nebo vlozené do nastroje generativni Al mohou byt rovnéz zpfistupnény
poskytovateli Al, jeho zaméstnanclm nebo sdileny s tfetimi stranami ¢i dodavateli pro
rizné dalSi ucely. Ve vétsiné pfipadl jsou data vloZzend prostfednictvim uzivatelského
rozhrani zpracovavana treti stranou, ktera Al systém provozuje, Casto prostfednictvim
cloudovych sluzeb nebo modelu Al-as-a-Service (AlaaS). Tato data mohou zahrnovat
osobni Udaje a dlvérné informace o klientech. Pfenos osobnich udajd a udajd klientd
musi striktné odpovidat pravnim predpisim o ochrané osobnich Udaji a povinnostem
profesni mléenlivosti.?®

= poskytovatelé Al si nemusi byt védomi povahy dat poskytnutych uzivatelem a toho, ze se
mUzZe jednat o osobni Udaje nebo divérné Udaje klient(l. Poskytovatel Al tak mQze
neumyslné nakladat s takovymi udaji jako s béznymi daty;

= Nastroje GenAl jsou stale Castéji integrovany do mnoha kazdodennich nastrojl, které
advokati Casto pouzivaji, jako jsou prekladatelské néastroje, Ctecky PDF, textové editory &i
navigacni aplikace Uzivatelé (advokati) si nemusi uvédomovat, ze tyto nastroje pouzivaji
Al. VétSina, ne-li vSechny, z téchto néastrojl jsou zaloZzeny na cloudu.® Stejnou opatrnost
je tfeba zachovavat pfi praci s dvérnymi informacemi i pfi pouZzivani téchto nastroju.

27 ,Dlvérnost konverzaci s Al: co se stane s daty, ktera zadavame jako prompty?“ Stefanelli & Stefanelli, 20. ledna

2025: https://www.studiolegalestefanelli.it/en/insights/confidentiality-of-conversations-with-ai-what-happens-to-

the-data-we-enter-as-prompts/

28 Viz napriklad: Stefanelli & Stefanelli (vy$e), Docusign FAQs pro Al (aktualizovano v prosinci 2024, pfistup 20. Ginora

2025): https://support.docusign.com/s/document-

item?language=en_US&bundleld=fzd1707173174972&topicld=uss1707173279973.html&_LANG=enus , Zasady

ochrany osobnich tdajd OpenAl (4. listopadu 2024, pfistup 20. Unora 2025): https://openai.com/en-

GB/policies/privacy-policy/ nebo Zasady ochrany osobnich tdajd spolecnosti Anthropic (19. inora 2025, pfistup 20.

Unora 2025): https://www.anthropic.com/legal/privacy

2% pokyny CCBE k pouzivani cloud computingu advokatnimi komorami a advokaty 27. 2. 2025:

https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Guides_recommendations/EN
ITL 20250227 __CCBE-guidelines-on-the-use-of-cloud-computing-by-lawyers.pdf
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Pfi zvazovani pouziti GenAl pro praci s klienty musi advokatni kancelare a advokati brat v avahu
pravni pfedpisy na ochranu osobnich udajt platné pro kazdou spole¢nost, dal§i zakony upravujici
ochranu dusevniho vlastnictvi, obchodnich tajemstvi nebo neosobnich Gidaju, a profesni pravidla,
ktera upravuji vykon advokacie. Profesni pravidla se vztahuji na veSkera data kajici se klienta.

Shrneme-li vySe uvedené, advokatni kancelafe a advokati by se méli fidit nasledujicimi zasadami:

= nezadavat zadné osobni, divérné nebo jiné Udaje tykajici se klienta do uZivatelského
rozhrani GenAl (napf. jako prompt/pozadavek), pokud nejsou zavedena pfislusna
bezpecnostni opatfeni. Ta mohou zahrnovat napfiklad:
o smluvni zédvazky poskytovatele GenAl zachéazet s Udaji jako s ddvérnymi®' nebo
uplatiovat nulovou dobu uchovavani dat;
o uzavieni smlouvy o ochrané osobnich udajli (DPA), podle které budou vloZzena
data pouzita pouze pro ucely advokatni kancelare nebo advokata; nebo
o zavedeni pfislusnych technickych bezpecnostnich opatfeni nebo provoz systém
Al lokalné nebo v zabezpeceném prostiedi kontrolovaném danou advokatni
kancelafri.
= analyzovat smluvni podminky poskytovatele Al a porozumét tomu, jak jsou vlozena data
pouzivana. Pokud je k dispozici nastaveni Al systému, je vhodné jej upravit tak, aby se
zabranilo pfistupu a sdileni dat; a
= za ucCelem ochrany informaci, které maji v drzeni, dodrZzovat standardy kybernetické
bezpecénosti, pfislusné pravni pfedpisy na ochranu Gdaji a deontologické povinnosti,
véetné zpracovani dat v EU/EHP, je-li to vhodné.

4.2 Profesni zplisobilost

Advokati nesou odpovédnost za svou praci, za poskytované pravni rady a ukony, které ¢ini (vici
soudlm &i jinym orgadndim). Za timto ucéelem jsou mimo jiné povinni pribézné aktualizovat a
rozvijet své odborné znalosti a profesni dovednosti a sledovat technologicky vyvoj, ktery ma
dopad na jejich praxi.

PoZadavek profesni zpUsobilosti je zakotven v jednom ze zékladnich princip( (g) Charty, ktery
zdUraznuje: ,,Advokat by si mél byt védom piinosd a rizik spojenych s pouZivénim pfislusnych
technologii ve své praxi.“ Tento princip se odrazi také v modelovém ¢&lanku o vztazich s klienty,
kde bod 2.2 zni: ,,Advokati si udrzuji své profesni dovednosti prostfednictvim kontinualniho
vzdélavani v pravnich a dalSich oblastech souvisejicich s vykonem povolani.“ Komentar dale
upfesnuje, ze: ,,Odborné zastupovani vyZaduje pravni znalosti, dovednosti, pecélivost a pfipravu,
které jsou pro pfimérené nezbytné pro poskytovani pravnich sluzby. Advokati jsou schopni
poskytovat takové odborné zastupovani pouze tehdy, pokud drzi krok s neustalymi a rychlymi
zménami prava a technologického prostiedi, ve kterém plsobi.“

Povinnost odborné zplsobilosti advokata se neomezuje pouze na pravni predpisy, ale zahrnuje
také povinnost seznamit se s technickym produktem, ktery bude vyuzit pfi vykonu profese. V
daném kontextu mohou takové znalosti advokatovi efektivné pomoci posoudit a zmirnit rizika
souvisejici s pouzivanim nastroji GenAl.
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Aby advokati predesli rizikim uvedenym v pfedchozich kapitolach, nebo je pfi pouzivani nastrojl
GenAl v pravni praxi minimalizovali, méli by:

= ovéfit vystup GenAl pfed jeho pouZitim ve své praci,® pokud to dany Ukol vyZaduje;

= pochopit schopnosti a omezeni vSech technologickych feSeni, ktera pouzivaji ve své
praci, véetné GenAl;

= rozumét rznym kontextlm, ve kterych GenAl pouzivaji, a dlsledkim a rizikdim, které z
takového pouziti vyplyvaji;

= absolvovat pfislusna Skoleni (nebo prostudovat jiné materialy), aby méli prehled o
moznostech a omezenich nastrojl Al a o rizicich, kterd& mohou pfi jejich pouzivani
vzniknout s dopadem na profesni povinnosti advokatd;

= vyyuzivat dostupné rady a pokyny svych pfislusnych advokatnich komor ohledné pouziti
GenAl v pravni praxi (jsou-li k dispozici).

Advokati, ktefi pouzivaji obsah generovany Al bez fadné verifikace, se mohou vystavit sankcim za
profesni pochybeni a/nebo pohrdani soudem, Zalobam za nedbalost, poskozeni zajm0 svych
klientd a ddvéry klienta ve svého advokata, jakoZ i poskozeni vlastni profesni povésti. V této
souvislosti by si advokati méli byt védomi také dalSich zakladnich principt obsazenych v Charté,
ato:

= (d) distojnost a ¢est advokatni profese a integrita a dobra povést jednotlivého advokata.
Komentaf k Charté uvadi, ze: ,[...] advokat nesmi &init nic, co by poSkodilo jeho viastni
povést nebo povést profese jako celku a duvéru vefejnosti v tuto profesi Pouzivani
neovéfenych vystupl, zejména pokud obsahuji nespravné, nepravdivé nebo zavadéjici
informace, mulzZe narus$it divéru v schopnost advokata poskytovat kompetentni a
spolehlivé poradenstvi.

= (e) loajalita v(c&i klientovi. Komentafr k Charté uvadi, ze: ,[...] Klient musi byt schopen
ddvérovat advokatovi jako poradci a zgstupci. [...]“ Modelovy ¢lanek o vztazich s klienty
stanovi, ze: ,,Advokat musi vZdy jednat v nejlepSim zajmu klienta.” Pouzivani neovéfenych
vystupt v praci advokata, zejména pokud obsahuji nespravné, nepravdivé nebo zavadéjici
informace, mlze ohrozit zajmy klienta; a

= (i) dodrzovani zasad pravniho statu a spravedlivého vykonu spravedlnosti. Komentaf k
charté uvadi: ,,[...] Advokat nesmivédomé poskytovat soudu nepravdivé nebo zavadéjici
informace, ani lhat tfetim osobam v ramci své profesni ¢innosti. [...]“

Dale je tfeba zminit, Ze klienti si jsou stale vice védomi moznosti a rizik vyplyvajicich z pouzivani
GenAl jejich advokaty. Zatimco néktefi klienti mohou od svych advokat( pouzivani nastroja Al
vyzadovat, jini klienti mohou poZadovat, aby jejich advokat zadné Al nastroje, a zejména
generativni Al, nepouzival.

4.3 Nezavislost

Nezavislost advokat( je jednim ze zékladnich principl advokatni profese, a proto je zahrnuta do
Charty pod principem (a). Komentar k Charté uvadi: ,,[...] Advokat musi zistat nezavisly i vaci

32 Existuji pouze uréité kategorie Ukold, u nichz mize byt vhodné pouzit vystup bez nutné verifikace. Jedna se napfiklad
o ukoly, které nepfedstavuji zadna nebo pouze minimalni rizika, nebo pokud je pfijemce vystupu nebo prace zalozené
na vystupu komplexné informovan o vyuZiti neovéfeného vystupu Al a o souvisejicich rizicich.
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svému vlastnimu klientovi, ma-li si zachovat duvéru tietich stran a soudu. Bez této nezavislosti
vidci klientovi nelze zarudit kvalitu prace advokata. [...]“

Modelovy ¢lanek o nezavislosti v bodé 1.2 napfiklad uvadi: ,,PFfi vykonu svého povolani musi byt
advokat nezavisly, prosty jakéhokoli vlivu, véetné vlivu, ktery miZe vyplyvat z jeho osobnich zajmu
nebo vznikat v disledku vnéjsiho tlaku. Advokat se proto musi vyvarovat jakéhokoli omezeni své
nezavislosti a nemél by kompromitovat své profesni standardy ve vztahu ke klientovi, soudu,
tfetim osobam civefejnym organum. [...]“

Pouzivani generativni Al advokaty pfinasi vyzvy, pokud jde o zachovani profesni objektivity. Tyto
vyzvy vyplyvaji zejména ze zaujatosti a servility systém0 Al popsanych v pfedchozich kapitolach,
kdy systém Al mUze vydavat doporuceni, ktera reprodukuji existujici zkresleni a nemusi
dostatecné respektovat konkrétni okolnosti a potfeby klienta. Advokati, ktefi se spoléhaji na tyto
nastroje, riskuji, Ze tato zkresleni pfevezmou, coz muze ovlivnit jejich chovani a narusit jejich
povinnost poskytovat nestranné poradenstvi. DalSim rizikem je nadmérna zavislost na vystupech,
kterda mlze vést k ,automatiza¢ni pohodlnosti“ a nahrazeni lidského Usudku automatizovanymi
zavéry. Toto riziko se jeSté zvySuje, pokud nedochazi k dostate¢né kontrole kvality a ovéfovani
presnosti vystupl a nedostate¢né nezavislé pravni analyze advokatem. MlzZe rovnéz vést k
zavislosti na (nékolika) poskytovatelich kvalitnich nastroj( Al a jejich pravnich stanoviscich.

4.4 Transparentnost a informovanost klienta

Stejné jako u jinych technologii a nastroji plati, Ze pokud lze dlvodné predpokladat, ze by
informovany klient mél namitky, stanovil podminky nebo mél jiné vyhrady k pouziti generativni Al
pro dany ucel, mél by advokat zajistit transparentnost v(ci klientovi.

4.5 Konflikt zajmu

Advokati by méli mit na paméti princip (c) Charty zékladnich princip( evropské advokacie, ktery
se tyka pfedchazeni konfliktu zajmu: ,,Pro fadny vykon své profese musi advok&at pfedchéazet
konfliktu zajmad. [...]* Tento princip je rovnéZz obsaZen v modelovém ¢lanku o konfliktu zajm
Modelového kodexu CCBE. Pouzivani generativni Al advokaty mUiZe pfedstavovat riziko z hlediska
dodrZovani povinnosti v oblasti konfliktu zajm(, protoze systémy Al mohou byt trénovany na
ddvérnych informacich od vice klientd v ramci jedné advokatni kancelafe, nebo k nim mohou mit
pfistup, coz mlze vést k neimyslnému sdileni informaci &i konfliktim.32

33 K tomu muZe dojit i v pfipadé, Ze systém Al pouziva pouze Udaje o klientech jedné advokatni kancelafe, napfiklad
pokud klient A je zastoupen v pfipadu proti klientovi B a klient B sice v souc¢asné dobé neni klientem kancelare, ale v
minulosti jim byl. Pokud jsou Udaje o klientovi B stale uloZeny v advokatni kancelafi a pouzivany systémem Al, mliZe se
stat, Ze vlastni udaje klienta B budou pouZity v fizeni vedeném proti nému.

CCBE | Stranka 20 z 28



5. Uvahy do budoucna

Doporuceni uvedena v této pfiru¢ce se zaméruji na nejaktudlnéjsi otazky spojené s vyuzivanim
Gen Al advokaty. Tyto nastroje se vSak s nejvétsi pravdépodobnosti budou vyvijet v dlsledku
technologickych zmén a s pfibyvajicimi novymi pfipady pouZziti. To nepochybné ovlivni
dlouhodobé to, jak by advokati méli interpretovat své profesni povinnosti v novych kontextech.

Mezi budouci otazky, které se jiz za¢inaji objevovat a které si zaslouZi budouci reflexi a peclivé
sledovani, patfi:

= Samosprava profese a jeji nezavislost: Nastroje generativni Al a dalSi technologie jsou z
velké c&asti vyvijeny a uvadény na trh relativné malym poctem technologickych
poskytovateld, ktefi spole¢né disponuji zna¢nou trzni silou a mohou uréovat podminky
pro pouzivani svych sluzeb. Vyvstava tedy otazka, zda by tim mohla byt ovlivnéna
nezavislost profese jako celku.

= Vzdélavani a profesni rozvoj advokatl: néstroje Al mohou vyrazné pomoci pfi plnéni
pravnich ukold. Tyto nastroje by v8ak nemély byt pouzivany bez fadného pochopeni tkold,
které maji plnit. Proto je nezbytné, aby nebylo zanedbavano $koleni advokatl v provadéni
zékladnich Ukold. Nékteré nastroje Al mohou vyZadovat komplexni Skoleni, aby bylo
zajisténo jejich spravné pouzivani. Kromé toho by se nékteré dovednosti spojené s
pouzivanim Al, jako je napfiklad uméni spravné klast otazky generativni Al, aby bylo
dosazeno spravné odpovédi, nebo znalost jejiho fungovani, aby se pfedeSlo chybam,
mohly v budoucnu stat nezbytnou soucasti profesniho vzdélavani.

= Eroze profesnich dovednosti: Pokud je prace, kterd byla tradi¢né svéfovana mladym
pravnikim za Gcelem jejich Skolenive vypracovavani a revizidokumentl, automatizovana,
vyvstava potfeba nového pohledu na jejich vzdélavani a je tfeba zvazit, jak zajistit, aby bylo
jejich Skoleni posileno v oblastech, kde by jinak mohlo dojit k ubytku jejich dovednosti.

» Vyuzivani vefejné dostupnych dat advokatl k tréninku GenAl a jeho dopady na prava
dusevniho vlastnictvi: proces tréninku modeld GenAl mlzZe v nékterych pfipadech
zahrnovat rozsahlé shromazdovani a systematické prohledavani veSkerych dostupnych
informaci. Pro advokatni kancelare to znamena, ze jejich duSevni majetek — napfiklad
analyzy pfipadd, legislativni pfirucky a specializované publikace — je shromaZdovan a
integrovan do tréninkovych datasetd Al.

= Tento proces také transformuje profesionalné vytvoreny obsah v tréninkovy material, ktery
mulzZe byt nasledné vyuzit k vyvoji konkurenénich technologickych FeSeni, ¢imz se
intelektualni prace advokatnich kancelafi fakticky stane surovinou pro spolecnosti
vyvijejici Al. Ty mohou v budoucnu vyvinout nastroje, které by mohly konkurovat sluzbam
poskytovanym advokaty, aniz by na né dopadaly stejné profesni povinnosti, a tedy ve
vysledku zlstaly neregulované. Advokati by proto méli zlstat ostraZiti ohledné toho, jak
mohou byt informace, které zvefejnuji na svych webovych strankach nebo jinde, vyuzity k
vyvoji potencialné konkurencnich feSeni. V dobé psani tohoto dokumentu probihaly
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intenzivni diskuse a protesty vedené zastupci médii a kreativniho pramyslu, ktefi se staveéli
proti neopravnénému pouzivani jejich originalnich materiald k trénovani modell GenAl. 3

= Podvody: stejné jako jsou jiz mozné deepfake videa celebrit, bude mozné vytvofit deepfake
existujici advokatni kancelafe za U¢elem podvodu na klientech? Nebo osob, které musi
advokati identifikovat v ramci postupl due diligence? Jak by advokati odhalili a reagovali
na deepfake ziva online svédectvi svédk(? Jaka opatieni by méla byt pfijata ke jejich
predchazeni?

Pouzivani generativni Al zaroven vyvolava obecnéjsi otazky, které by advokati méli mit na
paméti. Patii sem otazky souvisejici s pofizovanim nastroj Al pouzivanych advokaty — kde a
jak byly tyto ndstroje vyvinuty a jaké skute€¢nosti musi advokati a advokatni kancelare
zohlednit pfi ndkupu téchto systémdi pro profesionalni pouZiti.

34 Napfiklad v New Yorku a Kalifornii bylo podéno dvanact Zalob tykajicich se autorskych prav proti spole¢nostem
OpenAl a Microsoft, které budou slouc¢eny a projednany u okresniho soudu Spojenych statd pro jizni obvod statu New
York. Toto slouéeni zahrnuje fadu Zalob, v nichZ se tvrdi, Ze pouZiti knih, ¢lankd a pfepist Zalovanymi k tréninku
nastrojl Al nespliiuje podminky chranéného spravedlivého pouziti. Viz:
https://www.theguardian.com/books/2025/apr/04/us-authors-copyright-lawsuits-against-openai-and-microsoft-
combined-in-new-york-with-newspaper-actions Na za¢atku unora 2025 uspéla spoleénost Thomson Reuters ve
sporu proti spole¢nosti Ross Intelligence v prvnim vyznamném pfipadu tykajicim se autorskych prav umélé
inteligence ve Spojenych statech. Spole¢nost podala v roce 2020 Zalobu na startup zabyvajici se pravni umélou
inteligenci Ross Intelligence, ve které obvinila Ross Intelligence z kopirovani obsahu ze své pravni informacni sluzby
Westlaw. Soud rozhodl ve prospéch spole¢nosti Thomson Reuters a konstatoval, Ze Ross Intelligence skute¢né
porusila autorska prava spole¢nosti. Viz: https://www.wired.com/story/thomson-reuters-ai-copyright-lawsuit/.

V Eervnu 2025 vyzvala koalice profesnich organizaci zastupujicich kolektivni hlas profesi kreativniho prdmyslu
Evropsky parlament, aby se zabyval nékolika nevyfeSenymi otdzkami tykajicimi se autorskych prav a umélé
inteligence: https://composeralliance.org/news/2025/6/joint-letter-to-the-european-parliament-s-juri-committee-
on-the-upcoming-own-initiative-report-on-copyright-and-generative-ai/
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https://www.theguardian.com/books/2025/apr/04/us-authors-copyright-lawsuits-against-openai-and-microsoft-combined-in-new-york-with-newspaper-actions
https://www.theguardian.com/books/2025/apr/04/us-authors-copyright-lawsuits-against-openai-and-microsoft-combined-in-new-york-with-newspaper-actions
https://www.theguardian.com/books/2025/apr/04/us-authors-copyright-lawsuits-against-openai-and-microsoft-combined-in-new-york-with-newspaper-actions
https://www.wired.com/story/thomson-reuters-ai-copyright-lawsuit/
https://composeralliance.org/news/2025/6/joint-letter-to-the-european-parliament-s-juri-committee-on-the-upcoming-own-initiative-report-on-copyright-and-generative-ai/
https://composeralliance.org/news/2025/6/joint-letter-to-the-european-parliament-s-juri-committee-on-the-upcoming-own-initiative-report-on-copyright-and-generative-ai/

Ackoli zakladni profesni povinnosti advokatll zlstavaji neménné, kontext, vnémZ jsou
uplatiiovany, se v disledku technologického pokroku, jako je GenAl, rychle vyviji. Toto ménici se
prostfedi vyZaduje neustalou reflexi a pfizplsobovani s cilem zajistit, aby zakladni hodnoty
advokatni profese byly zachovany i tvafi tvaf novym vyzvam a pfilezitostem v pravni praxi.

Tato pfirucka se snazi upozornit na klicové profesni povinnosti, které jsou relevantni pfi pouzivani
nastroji Gen Al advokaty. Zaroven se snazi poukazat na nékolik novych otazek, které maji vyznam
pro budoucnost ve svétle zdkladnich hodnot advokatni profese. Nejedna se o uceleny soubor
zasad, ale o prehled téch, které jsou vdobé vzniku této pfirucky nejcastéji diskutovany
v souvislosti s pouzivanim Al advokaty.
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Priloha 1 - Zdroje tykajici se pouzivani generativni Al

advokaty a/nebo soudnimi profesionaly

Argentina

Australie (Novy Jizni

Wales)

Australie
(Queensland)

Australie (Victoria)

Belgie
Brazilie
Kanada

Kanada

Kanada (Alberta)

Kanada (Britska

Kolumbie)
Kanada (Manitoba)

Kanada
(Newfoundland a
Labrador)

Kanada (Ontario)

Kanada (Quebec)

Protokol o pouZzivani generativni umélé inteligence v soudnictvi (listopad
2024)

Generativni Al: Zdroje tykajici se odpovédného pouzivani generativni umeélé

inteligence (Gen Al) v fizenich NejvySSiho soudu (véetné briefingu pro
pravniky)

Advokatni komora Nového Jizniho Walesu: Al a advokati

Pouzivani generativni Al

Prirucka pro ucastniky soudnich sporl: odpovédné pouzivani umélé

inteligence v soudnich sporech (Nejvyssi soud)

Odpovédné pouzivani umélé inteligence v soudnich sporech: pfiru¢ka pro

ucastniky soudnich sport (okresni soud)

Prirucka k pouzivani generativni Al pravniky (FR/NL)
Brazilska advokatni komora (OAB) (listopad 2024)

CBA - Etika umélé inteligence pro advokaty

Kolegium patentovych zastupcl a zastupct pro ochranné znamky —

Generativni umélé inteligence (GenAl) v praxi patentovych zastupct a

zastupcl pro ochranné znadmky — etické a praktické aspekty

Prirucka generativni Al = Jak mohou advokati bezpecné vyuzit pfilezitosti,

které nabizi generativni Al

Praktické zdroje Pokyny k profesni odpovédnosti a generativni Al

Generativni umeéla inteligence — pokyny pro pouziti v pravni praxi

Umél3 inteligence ve vasi praxi

Bila kniha, duben 2024 — Pouzivani generativni umélé inteligence drziteli

licence

Advokatni komora Ontaria — dopliujici poznamky k praxi

Quebecka advokatni komora — Prakticky priivodce pro odpovédné pouZzivani

generativni umélé inteligence
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https://www.theworldlawgroup.com/membership/news/news-argentina-approves-protocol-for-the-use-of-generative-artificial-intelligence-in-the-judiciary-1
https://supremecourt.nsw.gov.au/practice-procedure/generative-artificial-intelligence.html
https://supremecourt.nsw.gov.au/practice-procedure/generative-artificial-intelligence.html
https://www.lawsociety.com.au/publications-and-resources/ai-legal-professionals
https://www.courts.qld.gov.au/going-to-court/using-generative-ai
https://www.supremecourt.vic.gov.au/forms-fees-and-services/forms-templates-and-guidelines/guideline-responsible-use-of-ai-in-litigation
https://www.supremecourt.vic.gov.au/forms-fees-and-services/forms-templates-and-guidelines/guideline-responsible-use-of-ai-in-litigation
https://www.countycourt.vic.gov.au/files/documents/2024-07/guidelines-litigants-use-ai.docx
https://www.countycourt.vic.gov.au/files/documents/2024-07/guidelines-litigants-use-ai.docx
https://mcusercontent.com/d552fd66716b81b8fb8f922cc/files/d4b52bc0-60c5-7dbe-1c7a-f08da6f30791/Guidelines_sur_utilisation_intelligence_artificielle_14_01_2025_003_.pdf
https://ids.org.br/en/news-post/brazilian-bar-association-publishes-recommendations-to-guide-the-use-of-ai-in-legal-practice/
https://www.cba.org/resources/practice-tools/ethics-of-artificial-intelligence-for-the-legal-practitioner/
https://cpata-cabamc.ca/wp-content/uploads/2021/06/CPATA-GenAI-EN.pdf
https://cpata-cabamc.ca/wp-content/uploads/2021/06/CPATA-GenAI-EN.pdf
https://cpata-cabamc.ca/wp-content/uploads/2021/06/CPATA-GenAI-EN.pdf
https://www.lawsociety.ab.ca/resource-centre/key-resources/professional-conduct/the-generative-ai-playbook/
https://www.lawsociety.ab.ca/resource-centre/key-resources/professional-conduct/the-generative-ai-playbook/
https://www.lawsociety.bc.ca/Website/media/Shared/docs/practice/resources/Professional-responsibility-and-AI.pdf
https://educationcentre.lawsociety.mb.ca/wp-content/uploads/sites/2/2024/04/Generative-Artificial-Intelligence-Guidelines-for-Use-in-the-Practice-of-Law.pdf
https://lsnl.ca/artificial-intelligence-in-your-practice/
https://lawsocietyontario-dwd0dscmayfwh7bj.a01.azurefd.net/media/lso/media/lawyers/practice-supports-resources/white-paper-on-licensee-use-of-generative-artificial-intelligence-en.pdf
https://lawsocietyontario-dwd0dscmayfwh7bj.a01.azurefd.net/media/lso/media/lawyers/practice-supports-resources/white-paper-on-licensee-use-of-generative-artificial-intelligence-en.pdf
https://lso.ca/lawyers/technology-resource-centre/practice-resources-and-supports/using-technology
https://www.barreau.qc.ca/media/bnddaqfd/guide-intelligence-artificielle-generative.pdf
https://www.barreau.qc.ca/media/bnddaqfd/guide-intelligence-artificielle-generative.pdf

Kanada

(Saskatchewan)

Cina (Hongkong)

Kolumbie

Ceska republika

Spojené arabskeé
emiraty (Dubaj)
EU (CCBE)

EU (CCBE)

EU (SDEU)

EU (FBE)

Evropa (Rada
Evropy)

Estonsko

Francie

Mezinarodni
advokatni komora
(IBA)

Pokyny pro pouzivani generativni umélé inteligence v pravni praxi

Pouzivani nastroja generativni umélé inteligence (GenAl) k ziskavani pravnich

informaci (Advokatni komora Saskatchewan a Saskatchewan Access to
Legal Information (SALI)) (Eerven 2025)

Dopad umélé inteligence na advokatni profesi

Profesni povinnosti pfi pouzivani GEN Al
ACUERDO PCSJA24-12243 16. prosince 2024, ,,Por el cual se adoptan

lineamientos para el uso y aprovechamiento respetuoso, responsable,

seguro y ético de la inteligencia artificial en la Rama Judicial” (,,Kterym se

pfijimaji pokyny pro respektujici, odpovédné, bezpecné a etické pouzivani a
vyuzivani umélé inteligence v soudnictvi.”) (pouze ve Spanélstiné) (prosinec
2024)

Stanovisko k uzivani umélé inteligence (Al) pfi poskytovani pravnich sluzeb

(pouze v Cesting) (zarfi 2023)

Prakticka metodicka poznamka €. 2 z roku 2023 Pokyny k pouzivani velkych

jazykovych modeld a generativni Al v fizenich pfed soudy DIFC, Mezinarodni

finan¢ni soudy v Dubaji

Uvahy CCBE o pravnich aspektech umélé inteligence, 2020

Privodce pouZivanim néstrojl zalozenych na umélé inteligenci advokaty a

advokatnimi kancelaremiv EU, 2022

Strategie pro umeélou inteligenci (listopad 2023)

Federace evropskych advokatnich komor ,,Pokyny pro advokaty, jak vyuzit

prilezitosti nabizené velkymi jazykovymi modely a generativni umeélou

inteligenci“
Vyuziti generativni umélé inteligence (Al) soudnimi profesionaly v pracovnim

kontextu (2024

Tehisaru juhend advokaatidele (Pokyny pro pouZzivani umélé inteligence

advokaty), prosinec 2024 (pouze v estonsting)

Conseil National des Barreaux, Utilisation des systemes d’intelligence

artificielle générative (zari 2024)

Conseil National des Barreaux, Grille de lecture — Synthése des

consultations effectuées par le groupe de travail sur Uintelligence artificielle

cerven 2025

Cour de Cassation ,,Préparer la Cour de cassation de demain — Cour de

cassation et intelligence artificielle“ (duben 2025)

Budoucnost je nyni: Umél4 inteligence a advokatni profese (zati 2024)
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https://www.lawsociety.sk.ca/wp-content/uploads/Law-Society-of-Saskatchewan-Generative-Artificial-Intelligence-Guidelines.pdf
https://www.lawsociety.sk.ca/wp-content/uploads/SALI_GenAIGuide.pdf
https://www.lawsociety.sk.ca/wp-content/uploads/SALI_GenAIGuide.pdf
https://www.lawsociety.sk.ca/wp-content/uploads/SALI_GenAIGuide.pdf
https://www.hklawsoc.org.hk/-/media/HKLS/Home/News/2024/LSHK-Position-Paper_AI_EN.pdf?rev=77bf900208614367b9cbb15fd10aaa58
https://www.hk-lawyer.org/content/professional-obligations-use-gen-ai
https://actosadministrativos.ramajudicial.gov.co/GetFile.ashx?url=~%2fApp_Data%2fUpload%2fPCSJA24-12243.pdf
https://actosadministrativos.ramajudicial.gov.co/GetFile.ashx?url=~%2fApp_Data%2fUpload%2fPCSJA24-12243.pdf
https://actosadministrativos.ramajudicial.gov.co/GetFile.ashx?url=~%2fApp_Data%2fUpload%2fPCSJA24-12243.pdf
https://www.cak.cz/cs/download/priloha_4_2023_09_-ai_stanovisko.pdf
https://www.cak.cz/cs/download/priloha_4_2023_09_-ai_stanovisko.pdf
https://www.cak.cz/cs/download/priloha_4_2023_09_-ai_stanovisko.pdf
https://www.difccourts.ae/rules-decisions/practice-directions/practical-guidance-note-no-2-2023-guidelines-use-large-language-models-and-generative-ai-proceedings-difc-courts
https://www.difccourts.ae/rules-decisions/practice-directions/practical-guidance-note-no-2-2023-guidelines-use-large-language-models-and-generative-ai-proceedings-difc-courts
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Guides_recommendations/EN_ITL_20200220_CCBE-considerations-on-the-Legal-Aspects-of-AI.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Reports_studies/EN_ITL_20220331_Guide-AI4L.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Reports_studies/EN_ITL_20220331_Guide-AI4L.pdf
https://curia.europa.eu/jcms/upload/docs/application/pdf/2023-11/cjeu_ai_strategy.pdf
https://www.fbe.org/wp-content/uploads/2023/06/European-lawyers-in-the-era-of-ChatGPT-FBE-Guidelines-on-how-lawyers-should-take-advantage-of-the-opportunities-offered-by-large-language-models-and-gene-kopia.pdf
https://www.fbe.org/wp-content/uploads/2023/06/European-lawyers-in-the-era-of-ChatGPT-FBE-Guidelines-on-how-lawyers-should-take-advantage-of-the-opportunities-offered-by-large-language-models-and-gene-kopia.pdf
https://www.fbe.org/wp-content/uploads/2023/06/European-lawyers-in-the-era-of-ChatGPT-FBE-Guidelines-on-how-lawyers-should-take-advantage-of-the-opportunities-offered-by-large-language-models-and-gene-kopia.pdf
https://rm.coe.int/cepej-gt-cyberjust-2023-5final-en-note-on-generative-ai/1680ae8e01
https://rm.coe.int/cepej-gt-cyberjust-2023-5final-en-note-on-generative-ai/1680ae8e01
https://cms.advokatuur.ee/app/uploads/2024/12/Tehisaru-juhend-advokaatidele.pdf
https://encyclopedie.avocat.fr/GEIDEFile/CNB_GT_IntelligenceArtificielle_2024.pdf?Archive=132021395020&File=Telecharger_le_guide_ici
https://encyclopedie.avocat.fr/GEIDEFile/CNB_GT_IntelligenceArtificielle_2024.pdf?Archive=132021395020&File=Telecharger_le_guide_ici
https://encyclopedie.avocats.fr/GEIDEFile/%5bcorrection%5d_Grille_auto_V4_.pdf?Archive=132160295034&File=Guide_ia___Grille_auto_evaluation&verif=480312480317473152476325480312450536475306482543488824470114
https://encyclopedie.avocats.fr/GEIDEFile/%5bcorrection%5d_Grille_auto_V4_.pdf?Archive=132160295034&File=Guide_ia___Grille_auto_evaluation&verif=480312480317473152476325480312450536475306482543488824470114
https://encyclopedie.avocats.fr/GEIDEFile/%5bcorrection%5d_Grille_auto_V4_.pdf?Archive=132160295034&File=Guide_ia___Grille_auto_evaluation&verif=480312480317473152476325480312450536475306482543488824470114
https://www.courdecassation.fr/files/files/Publications/IA%20-%20Rapport%202025/Rapport_IA_2025_Web.pdf
https://www.courdecassation.fr/files/files/Publications/IA%20-%20Rapport%202025/Rapport_IA_2025_Web.pdf
https://www.ibanet.org/document?id=The-future-is-now-artificial-intelligence-legal-profession

Italie

Irsko

Malajsie

Novy Zéland

Nigérie

Polsko

Jihoafricka republika

Singapur

Spanélsko

Svédsko

Spojené kralovstvi
(Anglie a Wales)

Spojené kralovstvi
(Skotsko)
USA

USA (ABA)

USA (ABA)

Charta zdsad pro védomé pouzivani systémua umeélé inteligence v pravni

oblasti (HOROS), Milanska advokatni komora (prosinec 2024)

Eticky nastroj: Etické pouzivani a priklady pouziti umélé inteligence v

advokatni praxi, Irska advokatni komora (29. dubna 2025)

Advokatni komora Malajsie, Rizika a opatfeni pfi pouzivani generativni umeélé

inteligence v advokatni profesi, konkrétné ChatGPT, listopad 2023

Pokyny pro pouzivani generativnhi umélé inteligence u soudl a tribunald —

pravnici, Soudy Nového Zélandu, prosinec 2023

Pokyny pro pouzivani umélé inteligence v advokatni profesi v Nigérii, Nigérijska

advokatni komora (srpen 2024)

Uméld inteligence v praci advokata: doporuceni, jak by advokati méli pouzivat

nastroje zaloZzené na umélé inteligenci, kvéten 2025

Navrh etickych pokyn pro advokaty v Jizni Africe ohledné pouZzivani

generativni Al (v pfiprave, stav k €ervnu 2025)

(pfipravuje se) Verejna konzultace k pokyntim pro pouzivani generativni umélé

inteligence v pravnim sektoru (1. zari 2025)

Libro blanco sobre la IA - Bila kniha o umélé inteligenci (vyjde v fijnu 2025)

Vagledning om anvandning av generativ Al i advokatverksamhet (Pokyny pro

pouzivani generativni umeélé inteligence v advokatni praxi) (pouze ve

Svédstiné) (Cerven 2025)

Advokatni komora Anglie a Walesu: Generativni Al — zakladni informace, 17.

listopadu 2023

Utad pro regulaci advokatd: Zprava o vyhledu rizik: PouZivani umélé

inteligence na pravnim trhu

Advokétni komora Anglie a Walesu: Uvahy pfi pouzivani ChatGPT a

generativniho softwaru umélé inteligence zalozeného na velkych jazykovych
modelech (leden 2024)

Advokatni komora Skotska: Prlivodce generativni Al

MIT Computational Law (Al) (Pracovni skupina pro odpovédné pouzivani

generativni Al advokaty)

Orientace v oblasti Al v soudnictvi: Nové pokyny pro soudce a jejich komory,

unor 2025, The Sedona Conference Journal, svazek 26, pfipravovano na rok
2025

Americka advokatni komora — staly vybor pro etiku a profesni odpovédnost

(stanovisko 512)
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https://www.ordineavvocatimilano.it/it/news/la-carta-dei-principi-per-un-uso-consapevole-dei-sistemi-di-intelligenza-artificiale-in-ambito-forense/p100-n2587
https://www.ordineavvocatimilano.it/it/news/la-carta-dei-principi-per-un-uso-consapevole-dei-sistemi-di-intelligenza-artificiale-in-ambito-forense/p100-n2587
https://members.lawlibrary.ie/app/uploads/2025/05/TBoI-Ai-EthicalToolkit-1.pdf
https://members.lawlibrary.ie/app/uploads/2025/05/TBoI-Ai-EthicalToolkit-1.pdf
https://www.malaysianbar.org.my/cms/upload_files/document/Circular%20No%20342-2023.pdf
https://www.malaysianbar.org.my/cms/upload_files/document/Circular%20No%20342-2023.pdf
https://www.courtsofnz.govt.nz/assets/6-Going-to-Court/practice-directions/practice-guidelines/all-benches/20231207-GenAI-Guidelines-Lawyers.pdf
https://www.courtsofnz.govt.nz/assets/6-Going-to-Court/practice-directions/practice-guidelines/all-benches/20231207-GenAI-Guidelines-Lawyers.pdf
https://nbaslp.org/wp-content/uploads/2024/08/GUIDELINES-FOR-THE-USE-OF-AI-IN-THE-NIGERIAN-LEGAL-PROFESSION-signed.pdf
https://kirp.pl/wp-content/uploads/2025/05/rekomendacje-ENG-NET.pdf
https://kirp.pl/wp-content/uploads/2025/05/rekomendacje-ENG-NET.pdf
https://www.derebus.org.za/wp-content/uploads/2025/06/Ethics-Guidelines-for-Legal-Practitioners-in-South-Africa-on-the-Use-of-Generative-AI1.pdf
https://www.derebus.org.za/wp-content/uploads/2025/06/Ethics-Guidelines-for-Legal-Practitioners-in-South-Africa-on-the-Use-of-Generative-AI1.pdf
https://www.mlaw.gov.sg/public-consultation-on-guide-for-using-generative-artificial-intelligence-in-the-legal-sector/
https://www.mlaw.gov.sg/public-consultation-on-guide-for-using-generative-artificial-intelligence-in-the-legal-sector/
https://www.advokatsamfundet.com/globalassets/advokatsamfundet_sv/advokatyrket/vagledning-om-anvandning-av-generativ-ai-i-advokatverksamhet.pdf
https://www.lawsociety.org.uk/topics/ai-and-lawtech/generative-ai-the-essentials
https://www.lawsociety.org.uk/topics/ai-and-lawtech/generative-ai-the-essentials
https://www.sra.org.uk/sra/research-publications/artificial-intelligence-legal-market/
https://www.sra.org.uk/sra/research-publications/artificial-intelligence-legal-market/
https://www.barcouncilethics.co.uk/wp-content/uploads/2024/01/Considerations-when-using-ChatGPT-and-Generative-AI-Software-based-on-large-language-models-January-2024.pdf
https://www.barcouncilethics.co.uk/wp-content/uploads/2024/01/Considerations-when-using-ChatGPT-and-Generative-AI-Software-based-on-large-language-models-January-2024.pdf
https://www.barcouncilethics.co.uk/wp-content/uploads/2024/01/Considerations-when-using-ChatGPT-and-Generative-AI-Software-based-on-large-language-models-January-2024.pdf
https://www.lawscot.org.uk/members/business-support/technology/guide-to-generative-ai/
https://law.mit.edu/ai
https://thesedonaconference.org/sites/default/files/publications/NavigatingAIintheJudiciary_PDF_021925_2.pdf
https://thesedonaconference.org/sites/default/files/publications/NavigatingAIintheJudiciary_PDF_021925_2.pdf
https://thesedonaconference.org/sites/default/files/publications/NavigatingAIintheJudiciary_PDF_021925_2.pdf
https://www.americanbar.org/content/dam/aba/administrative/professional_responsibility/ethics-opinions/aba-formal-opinion-512.pdf

USA (Arizona)

USA (Kalifornie)

USA (Connecticut)

USA (Delaware)

USA (Florida)

USA (Illinois)

USA (Kentucky)

USA (Louisiana)

USA (Maryland)

USA (Michigan)

USA (New Jersey)

USA (New York)

USA (Jizni Dakota)

Arizonsky zakonik soudni spravy — kapitola 5: Automatizace — oddil 1-509:

Pouzivani generativni technologie umélé inteligence a velkych jazykovych

modeld

Advokatni komora statu Kalifornie (Staly vybor pro profesni odpovédnost a

etiku): Praktické pokyny pro pouZiti generativni umeélé inteligence v advokatni

praxi

Vzorova politika pro pouZiti generativni umélé inteligence

Soudni moc statu Connecticut, Zasady a postupy soudni moci tykajici se

umeélé inteligence, Unor 2024

Prozatimni politika tykajici se pouzivani generativni umélé inteligence

soudnimi Uredniky a soudnim personalem, fijen 2024

Navrh poradniho stanoviska Floridské advokatni komory €. 24-1 tykajici se

pouzivani generativni umélé inteligence advokaty — oficialni oznameni

Privodce Floridské advokatni komory pro zacatek prace s umélou inteligenci

Politika NejvySSiho soudu statu Illinois tykajici se umélé inteligence, 1. ledna
2025

Politika NejvySsSiho soudu statu Illinois tykajici se umélé inteligence, soudni

referencéni list, 1. ledna 2025

Soudni dvUr statu Kentucky, Standard generativni umélé inteligence, brezen
2024

Dopis NejvysSiho soudu statu Louisiana o vzniku technologie umélé

inteligence, leden 2024

Soudni systém Marylandu, Pokyny pro pfijatelné pouzivani nastrojli a

platforem umeélé inteligence (Al), 15. dubna 2024

Stanovisko JI-155 (povinnost technologické kompetence), Advokatni komora

statu Michigan, 27. fijna 2023

Advokatni komora statu New Jersey, PredbéZzné pokyny pro pouzivani umeélé

inteligence advokaty ve staté New Jersey, leden 2024

Prohlaseni o zdsadach pro pokracujici pouzivani umélé inteligence, véetné

generativni umeélé inteligence, soudnim systémem statu New Jersey

Zprava a doporuceni pracovni skupiny New York State Bar Association pro

umeélou inteligenci, duben 2024

Advokatni komora mésta New York, Umél3 inteligence a soudnictvi statu New

York: predbézna cesta, cerven 2024

Jednotny soudni systém Jizni Dakoty (USA) — Pokyny k generativni Al, ¢erven
2024
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https://www.ncsc.org/__data/assets/pdf_file/0013/103144/1-509_USE-OF-AI_FINAL.pdf
https://www.ncsc.org/__data/assets/pdf_file/0013/103144/1-509_USE-OF-AI_FINAL.pdf
https://www.ncsc.org/__data/assets/pdf_file/0013/103144/1-509_USE-OF-AI_FINAL.pdf
https://www.calbar.ca.gov/Portals/0/documents/ethics/Generative-AI-Practical-Guidance.pdf
https://www.calbar.ca.gov/Portals/0/documents/ethics/Generative-AI-Practical-Guidance.pdf
https://www.calbar.ca.gov/Portals/0/documents/ethics/Generative-AI-Practical-Guidance.pdf
https://newsroom.courts.ca.gov/news/council-receives-preview-new-model-policy-provides-guidelines-safeguards-use-generative-ai
https://www.jud.ct.gov/faq/CTJBResponsibleAIPolicyFramework2.1.24.pdf
https://www.jud.ct.gov/faq/CTJBResponsibleAIPolicyFramework2.1.24.pdf
https://courts.delaware.gov/forms/download.aspx?id=266848
https://courts.delaware.gov/forms/download.aspx?id=266848
https://www.lawnext.com/wp-content/uploads/2024/01/FL-Bar-Ethics-Op-24-1.pdf
https://www.lawnext.com/wp-content/uploads/2024/01/FL-Bar-Ethics-Op-24-1.pdf
https://www.legalfuel.com/guide-to-getting-started-with-ai/
https://ilcourtsaudio.blob.core.windows.net/antilles-resources/resources/e43964ab-8874-4b7a-be4e-63af019cb6f7/Illinois%20Supreme%20Court%20AI%20Policy.pdf
https://ilcourtsaudio.blob.core.windows.net/antilles-resources/resources/e43964ab-8874-4b7a-be4e-63af019cb6f7/Illinois%20Supreme%20Court%20AI%20Policy.pdf
https://ilcourtsaudio.blob.core.windows.net/antilles-resources/resources/cb3d6da3-66c7-469d-97f3-41568bdeee8c/ISC%20AI%20Policy%20Bench%20Card.pdf
https://ilcourtsaudio.blob.core.windows.net/antilles-resources/resources/cb3d6da3-66c7-469d-97f3-41568bdeee8c/ISC%20AI%20Policy%20Bench%20Card.pdf
https://www.ncsc.org/__data/assets/pdf_file/0029/99128/Kentucky_Generative_AI_Standard.pdf
https://www.ncsc.org/__data/assets/pdf_file/0029/99128/Kentucky_Generative_AI_Standard.pdf
https://www.lsba.org/documents/News/LSBANews/LASCLetterAI.pdf
https://www.lsba.org/documents/News/LSBANews/LASCLetterAI.pdf
https://www.ncsc.org/__data/assets/pdf_file/0022/102397/MD-Judiciary-Internal-AI-Guidelines.04.15.24.pdf
https://www.ncsc.org/__data/assets/pdf_file/0022/102397/MD-Judiciary-Internal-AI-Guidelines.04.15.24.pdf
https://www.michbar.org/opinions/ethics/numbered_opinions/JI-155
https://njsba.com/wp-content/uploads/2024/01/Preliminary-Guidelines-on-the-Use-of-AI-by-NJ-Lawyers.pdf
https://njsba.com/wp-content/uploads/2024/01/Preliminary-Guidelines-on-the-Use-of-AI-by-NJ-Lawyers.pdf
https://www.njcourts.gov/sites/default/files/courts/supreme/statement-ai.pdf
https://www.njcourts.gov/sites/default/files/courts/supreme/statement-ai.pdf
https://fingfx.thomsonreuters.com/gfx/legaldocs/znpnkgbowvl/2024-April-Report-and-Recommendations-of-the-Task-Force-on-Artificial-Intelligence.pdf
https://fingfx.thomsonreuters.com/gfx/legaldocs/znpnkgbowvl/2024-April-Report-and-Recommendations-of-the-Task-Force-on-Artificial-Intelligence.pdf
https://www.nycbar.org/wp-content/uploads/2024/06/20221290_AI_NYS_Judiciary.pdf
https://www.nycbar.org/wp-content/uploads/2024/06/20221290_AI_NYS_Judiciary.pdf
https://www.ncsc.org/__data/assets/pdf_file/0018/102267/SD-Judicial-GenAI-Guidance.pdf
https://www.ncsc.org/__data/assets/pdf_file/0018/102267/SD-Judicial-GenAI-Guidance.pdf

USA (Utah) Prozatimni pravidla pro pouzivani generativni umélé inteligence, fijen 2023

USA (Zapadni Komise pro soudni vySetfovani, poradni stanovisko 2023-22

Virginie)

UNESCO Globalni soubor nastrojd k Al a pravnimu statu pro soudnictvi (2023)
UNESCO Navrh pokyn UNESCO pro pouzivani systémt umélé inteligence u soudl a

tribunald (2024)
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https://nationalcenterforstatecourts.app.box.com/s/px0vzpzzg6n42ng10i4lya4al0mwjhqq
https://www.courtswv.gov/sites/default/pubfilesmnt/2023-11/JIC%20Advisory%20Opinion%202023-22_Redacted.pdf
https://unesdoc.unesco.org/ark:/48223/pf0000387331
https://unesdoc.unesco.org/ark:/48223/pf0000390781
https://unesdoc.unesco.org/ark:/48223/pf0000390781

